
JOURNAL OF COMPUTATIONAL PHYSICS 126, 99–108 (1996)
ARTICLE NO. 0123

A New Numerical Algorithm for the Analytic Continuation of
Green’s Functions

VINCENT D. NATOLI,* MORREL H. COHEN,* AND BENGT FORNBERG†

*Exxon Research and Engineering Company, Annandale, New Jersey 08801 and †University of Colorado, Program in Applied Mathematics,
Boulder, Colorado 80309-0526

Received June 2, 1995; revised November 6, 1995

to continue the result to the real axis. Numerical analytic
continuation, however, is notoriously difficult, and mostThe need to calculate the spectral properties of a Hermitian opera-

tor H frequently arises in the technical sciences. A common ap- techniques developed thus far are useful only for spe-
proach to its solution involves the construction of the Green’s func- cific problems.
tion operator G(z) 5 [z 2 H]21 in the complex z plane. For example, Hass et al. [2] have initiated an approach to such numeri-
the energy spectrum and other physical properties of condensed

cal continuation which is often used in condensed mattermatter systems can often be elegantly and naturally expressed in
physics. This procedure has been further refined for elec-terms of the Kohn–Sham Green’s functions. However, the nonana-

lyticity of resolvents on the real axis makes them difficult to compute tronic structure calculations by Eschrig [3]. Depending on
and manipulate. The Herglotz property of a Green’s function allows the question to be addressed, a diagonal element, a sub-
one to calculate it along an arc with a small but finite imaginary part, trace, or a trace of Ĝ(x, 06), might be desired [4]. A direct
i.e., G(x 1 iy), and then to continue it to the real axis to determine

calculation of G(x, 06) is computationally very costly be-quantities of physical interest. In the past, finite-difference tech-
cause it involves an integral over Dirac-delta functions inniques have been used for this continuation. We present here a

fundamentally new algorithm based on the fast Fourier transform reciprocal space,
which is both simpler and more effective. Q 1996 Academic Press, Inc.

G(x, 06) 5 E d3kG(k; x, 06), (2)

I. INTRODUCTION
where G(k; x, 06) is a sum of those diagonal elements of

The need for the numerical computation of the spectral Ĝ with the same wavector k, the imaginary part of each
properties of some Hermitian or symmetric operator Ĥ is of which being a delta function. A very large number of
ubiquitous in applied mathematics and the physical and k-points is required to achieve a smooth result. By contrast,
engineering sciences. One powerful and commonly used the calculation off the real axis, where the delta functions
method is the construction of the resolvent, or Green’s are broadened into Lorentzians, is significantly easier.
function operator, Computation is therefore carried out along the line x 1

iy with fixed y. Hass et al. then analytically continue G(z)
Ĝ 5 [z 2 Ĥ]21, (1) to G(x, 06) (1 for y . 0 and 2 for y , 0) using a step-

wise finite-difference method that makes use of the Cau-
chy–Riemann relations. Their method has been used ex-where z 5 x 1 iy is a variable in a complex eigenvalue

plane. Because the eigenvalues of Ĥ are real, Ĝ is nonana- tensively on a wide variety of physical systems [5–8] with
an accuracy of 5–10%. This is less than the intrinsic accu-lytic on the real axis and possesses the Herglotz property;

i.e., it can be continued analytically in both the upper and racy on the order of 1% currently attainable in electronic
structure computations. Attempts to increase the precisionlower open half planes [1]. The eigenvalue spectrum of Ĥ

in the form of the density of states (DOS) is a quantity of of the continuation encounter problems either with the
instabilities inherent in finite-difference methods or withcentral interest. It is given by the trace of the imaginary

part of Ĝ(z) taken in some basis in the limit as z approaches computation time. Nevertheless, one wants to ensure that
ancillary routines like continuation introduce errorsthe real axis from above or below. However, in many cases,

the DOS is a nonanalytic, or even a singular function of smaller than the intrinsic accuracy of the computation at
an acceptably low overhead.x, and its direct calculation on the real axis is either not

feasible or computationally costly. Accordingly, a com- In this paper, we present an alternative continuation
scheme based on the use of FFTs (fast Fourier transforms).monly used approach is to compute the trace of Ĝ(z) along

an arc in the complex plane where it is nonsingular and The FFT approach provides a simple, fast, and accurate
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algorithm which has fewer parameters to optimize. In Sec-
tion II, we discuss the analytical details underlying the new
algorithm in the infinite x domain. The FFT algorithm is
introduced in Section III. Results are presented in Section
IV, and this work is briefly summarized in Section V. Since
we are attempting to ‘‘solve’’an ill-posed problem numeri-
cally, our goal cannot be a perfect reconstruction, but
rather to obtain economically the best approximation that
appears feasible based on the available data. Additional
background to the problem can be found in the excellent
reference by Glaser [9]. We have applied the new method
successfully to the study of the electronic structure of a
pseudomorphic copper overlayer on ruthenium [10].

II. CONTINUATION BY INFINITE-DOMAIN
FOURIER TRANSFORMS

FIG. 1. (a) Contour composed of C1 and semi-circle C2 in complex
energy space used to evaluate Eq. (7) for uyu . 0 and uku , 0. (b) ContourA. The Continuation of G(z) via Fourier Transforms
composed of C1 , C2 , C3 , and C4 in complex energy space used to evaluate

The problem, simply stated, is to determine the value Eq. (7) for uyu . 0 and uku . 0.
of G(x, 06) on the real axis given the analytic function
G(z) defined along a straight arc with small but finite y,
where x represents the real energy E [11]. In the coordinate

Substituting z 5 x 1 iy, we may writerepresentation, its explicit form is

F(k, y) 5 e2ky E
C1

dz e2ikzG(z). (7)

G(r, r9; z) 5 O
i

fi(r)f*i (r9)
z 2 Ei

, (3)
The integration contour C1 is now the infinite line z 5 x 1
iy, 2y , x , y. To evaluate the contour integral in Eq.
(7), consider the four cases that arise from the variouswhere fi(r) is an eigenfunction of Ĥ with real eigenvalue
possible signs of y and k:Ei. In any representation, G(z) has singularities only on

the real axis including discrete poles, branch cuts, and even Case i. y . 0 and k , 0. The arc C1 may be closed in
singular continuous spectra. Our goal is to determine G(x, the upper half plane with the addition of the arc C2 (see
06), where Fig. 1a). The integral around this contour C 5 C1 1 C2 is

zero by Cauchy’s theorem since it encloses no singularities,
and the integral along C2 is also zero. The integral alongG(x, 06) 5 lim

yR06

G(z). (4)
C1 in Eq.(7) then vanishes.

Case ii. y . 0 and k . 0. The arc is closed below (see
Fig. 1b) by C2, C3 , and C4. The contributions from C3 andThe approach is to make a straightforward calculation of
C4 on the left and right ends cancel. Since the contourG(z) for uyu ? 0, where no difficulty arises from the singular-
again contains no singularities, we haveities on the real axis and then to continue to the real axis

where y 5 06.
In what follows, we define the Fourier transform of G(z) E

C1

dze2ikzG(z) 5 E
C2

dze2ikzG(z) (8)
along a straight contour and derive an expression which
relates G(x, 06) to G(z) along a contour of fixed finite y.

5 Ey

2y
dxe2ikxG(x, 01) (9)Consider the following definition of the Fourier trans-

form pair G(z) and F(k, y),
5 F(k, 01). (10)

Case iii. y , 0 and k . 0. This case is similar to CaseF(k, y) 5 Ey

2y
dxe2ikxG(z) (5)

i, and the value is also zero.

Case iv. y , 0 and k , 0. This case is similar to CaseG(z) 5
1

2f
Ey

2y
dkeikxF(k, y). (6)

ii, and the integral in Eq. (7) is
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integral as k R y. We can thus replace Eq. (17) by theE
C1

dze2ikzG(z) 5 E
C2

dze2ikzG(z) (11)
equivalent form

5 Ey

2y
dxe2ikxG(x, 02) (12)

G(x, 06) 5 lim
qRy

1
f
Ey

2y
dk eikxeuku uyuF6(k, uyu)e2k2/q2

(18)
5 F(k, 02). (13)

containing the convergence factor exp[2k2/q2]. This con-
The expressions (7), (10), and (13) provide a simple rela- vergence factor allows us to interchange the order of k2
tionship between the Fourier transform F(k, 06) of and x92 integration after inserting Eq. (5) into Eq. (18).
G(x, 06) and the Fourier transform F(k, y) of G(z). Thus The result is an equation for G(x, 06) which illustrates the
for y . 0, continuation process as a convolution on G(x, y) with a

mapping function M(x 2 x9, uyu),
G(x, 01) 5 G1(x, 01) 2 iG2(x, 01)

(14) G(x, 06) 5 E dx9M(x 2 x9, uyu)G(x9, y), (19)
5

1
2f

Ey

0
dk eikxekyF1(k, uyu)

where
and for y , 0,

M(x 2 x9, uyu) 5 lim
qRy

1
f
Ey

0
dk e2k2/q2

ek(uyu1i(x2x9)). (20)
G(x, 02) 5 G1(x, 02) 1 iG2(x, 02)

(15)
The map M is a distribution as defined by Laurent Schwartz5

1
2f

E0

2y
dk eikxekyF2(k, uyu),

[12] and not a function. By straightforward manipulation,
the map M can be put in the form

where

M(x 2 x9, uyu) 5 lim
qRy

q

2Ïf
ez2

(2 2 Erfc z) (21)F6(k, uyu) 5 F1(k, uyu) 7 iF2(k, uyu). (16)

G1 and G2 are the real and imaginary parts of G and F1,2(k, z 5
1
2

q(uyu 1 i(x 2 x9)). (22)
uyu) is the Fourier transform of G1,2(x, uyu) in analogy with
Eq. (5). Using the expression F(k, y) 5 F*(2k, 2y) and

Taking the asymptotic limit uzu R y of the Erfc leads tothe relationship between F1 and F2 defined in the Appen-
dix, Eq. (14) and Eq. (15) may be combined to give the

M(x 2 x9, uyu) 5 2D(x 2 x9, uyu)
(23)

central equation of the FFT algorithm,
2

1
f

uyu
(x 2 x9)2 1 uyu2

,

G(x, 06) 5
1

2f
Ey

2y
dk eikxeuku uyuF6(k, uyu). (17)

where

Note the presence of the exponential euku uyu in the integrand
D(x 2 x9, uyu) 5 lim

qRy

q

2Ïf
e2h(1/2)q[(x2x9)2iuyu]j2. (24)in Eq. (17). This factor displays clearly the ill-posed nature

of analytic continuation as it appears in the Fourier trans-
form representation. It shows explicitly how errors in the D in Eq. (24) comprises that part of M which is a distribu-
input data G(x, uyu6) entering F(k, uyu) are amplified by tion. The integral of D over x or x9 is unity, but D cannot
analytic continuation. be regarded as a probability density because it oscillates

in sign,
B. The Nature of the Mapping

A more detailed analysis of Eq. (17) is presented below D(x 2 x9, uyu) 5 lim
qRy

q

2Ïf
e2(1/4)q2[(x2x9)2

2uyu2]eiq(x2x9)uyu/4. (25)
to demonstrate and clarify the true nature of the continua-
tion process.

G(x, 06) in Eq. (17) must be independent of uyu. Thus In the limit q R y, D vanishes for ux 2 x9u . uyu, oscillates
with infinite amplitude and vanishing period for 0 , ux 2the class of functions F(k, uyu) for which Eq. (17) holds has

an implicit uyu dependence which cancels the factor euku uyu x9u # uyu, and goes to 1y at x 5 x9. Thus D(x 2 x9, uyu)
has neither values nor derivatives with respect to x 2 x9and a k dependence which leads to convergence of the
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in (2y, y). Nevertheless, we are concerned only with its We thus see that M(x 2 x9, uyu) given by Eq. (23) and Eq.
(24) is the inverse of the Lorentzian Eq. (34), a remarkableintegral properties when Eq. (23) is inserted in Eq. (19).

G(x9, uyu) is analytic in x9 and possesses a Taylor’s series result which holds, however, only within the manifold of
functions possessing the same analytic properties as G(z).expansion. Thus we need only to establish that all the

moments of D exist. We define the moment generating In the general case, the Lorentzian map has no inverse; in
the present case it does, and the inverse is a distributionfunction
of singular richness.

S(t, uyu) 5 E dx D(x, uyu)e2itx (26)
III. FAST FOURIER TRANSFORMS

5 Oy
n50

(2it)n

n!
mn , (27) Up to this point we have derived analytic expressions

which are valid over the whole range of real x. As a practi-
cal matter, the Fourier transform is most easily and effi-mn 5 E dx D(x, uyu)xn. (28)
ciently accomplished on a discrete bounded grid through
the use of the FFT. Replacing the integrals in Eq. (17) by

S is readily evaluated sums on a discrete mesh we have

S(t, uyu) 5 lim
qRy

cosh tuyue2t2/q2
(29)

G(x, 06) 5
1

2f
FFT 21[euku uyuFFT [G(x9, y)]]. (35)

5 cosh tuyu. (30)

The use of Eq. (35) to continue a typical function resultsComparison of Eq. (30) and Eq. (27) yields the finite mo-
in instabilities that manifest themselves as oscillations nearments
the most singular parts of the function and at the endpoints.
The source of these oscillations and a scheme for theirmn 5 0, n odd (31)
elimination emerges from a study of the various error

5 (21)n/2t n, n even. (32) sources introduced by the FFT. These error sources and
the techniques to minimize them are discussed in the fol-

Thus convolving D(x 2 x9, uyu) and, therefore, M(x 2 x9, lowing subsections.
uyu) with any G(x9, uyu) yields well-defined results because

A. Error Estimationby definition G(x9, uyu) possesses a Taylor series and a
Fourier transform. There are four main sources of error introduced by the

Because D(x 2 x9, uyu) oscillates infinitely rapidly over use of FFTs. The first and second are the errors introduced
a finite interval, in convolving G(x9, uyu) with M(x 2 x9, by replacing a continuous integral by a discrete sum for
uyu) to obtain G(x, 0) one has effectively constructed both x and k. The third and fourth error sources are due
G(x, 0) from an infinite set of infinitesimal differences of to the terms neglected when the two integrals are truncated
G(x9, uyu) equivalent to an infinite set of derivatives. Since by the FFT.
G(x9, uyu) is an analytic function which possesses a Taylor’s Discretization of the integral of a function f (x) over a
series in x convergent for all x, this constitutes the use of finite interval using the rectangular rule results in the error,
global information on G(x9, uyu) in constructing G(x, 0). It
is this use of global information which is the basis of the
improvement of accuracy of the FFT method described in « 5

L
24

D2
x f 0n . (36)

the next section. This is in contrast to the step-wise finite
difference methods which use only local information.

Here Dx is the mesh spacing and f 0n is the second derivativeThe arguments used to obtain the mapping M(x 2 x9,
of the integrand f at the point n. In the case of Eq. (17)uyu) carrying G(x, uyu) into G(x, 0) could equally well have
we have an integral on k over F(k, y) and the impliedbeen used to construct the inverse mapping
integral (5) on x over G(z) to get F(k, y). We designate
T1 as the error due to the discretization of integral (5).

G(x, uyu) 5 E dx9 M21(x 2 x9, uyu)G(x, 0) (33) Then fn is e2iknDx G(nDx , uyu), and Eq. (36) demonstrates
that the discretization error, T1 scales as D2

x. The finer the
with the result that it is a function, not a distribution, mesh the more accurate the result, as one might expect.

For the integral on k in Eq. (17), fm is ei(fm/L)x eu2fm/Lu uyu

F6(2fm/L, uyu), and the error, which we denote as T2, scalesM21(x 2 x9, uyu) 5
1
f

uyu
(x 2 x9)2 1 uyu2

. (34)
as D2

k 5 (2f/L)2. Thus as expected increasing the interval
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length L and decreasing the distance between mesh points this error is a number on the order of 1025. The contribution
to the error from truncation is therefore small enough toincreases the overall accuracy by reducing the error terms

T1 and T2. be ignored.
The k integral also contributes an error term, T4, dueIt is critical to note, however, that the upper bound on

the k integral, T2, is f/Dx, which increases as Dx decreases. to truncation that is
A problem arises in that errors incurred in the calculation
of F(k, uyu) are multiplied by the exponential euku uyu and will

T4 5 Ey

f/Dx

dx eikxeuku uyuF(k, uyu)
(39)

overwhelm the sum at large k. Thus there exists some
optimal relationship between y and Dx which may be esti-

1 E2f/Dx

2y
dk eikxeuku uyuF(k, uyu)

mated by considering the overall dependence of T1 on Dx.
The error T1 in F(k, uyu) scales like a constant multiplied
by D2

x and by the sum in Eq. (36). The highest k is f/Dx, which decreases with decreasing Dx. The most serious con-
and thus the contribution to T1 of the most troublesome sequence associated with this truncation is the introduction
term in the k integral is Ce(2f/Dx)uyu D2

x. Differentiating with of the Gibbs phenomenon at the end points and singular
respect to Dx, we find the minimum at Dx P fuyu. This points on x. By not including the highest k values in the
qualitative argument predicts that, for simplicity and good sum, contributions from the k near the cutoff are insuffi-
results, Dx should be set roughly equal to uyu. Another way ciently cancelled and result in spiked or oscillatory fea-
to see that the optimal value of Dx is approximately y is tures. Such errors can be substantially reduced by filtering
to recognize that M21(x 2 x9, uyu) smears all singularities as described in Subsection III B below.
over a half width of order uyu. There is thus no need to This analysis of the contributions to the error reveals
sample x more closely, a result confirmed by a numerical that Dx should be chosen approximately equal to y in order
study. The contribution to this error term T1 in the k sum is to minimize the error from T1 and T4 and yet avoid error
then Ce2(fuyu)2 and is reduced by decreasing uyu. However, and instability from the exponential factor present in T2,
there is a limit to how small one can take uyu because of while uyu should be taken as small as possible subject to
those difficulties which arise in the calculation of G(z) limitations on computation time.
which motivated the continuation approach to calculating
G(x, 0) in the first place. Smaller uyu means a more complex B. Error Reduction through Filtering
and costly calculation of G(z), so that the value of uyu is

The terms T1 and T4 are minimized by taking Dx as smallset by considerations of computer time.
as possible, but, as discussed in Section III A, there is aThe truncation error is that contribution to G(x, 0) which
limit to how small Dx can be. This limit exists because ofcomes from the neglected wings of G(x, y). The mapping
small errors in the calculation of F(k, uyu) which preventfunction M(x 2 x9; y) makes it clear that only the Lo-
it from cancelling the euku uyu term in Eq. (17). According torentzian term will be important here since D is only non-
Eq. (7) and Eq. (10), F(k, uyu) depends on uyu only throughzero for ux 2 x9u , y and y is approximately Dx. Thus, even
the factor e2uku uyu. Thus, if the numerical computation ofthough the Lorentzian dies off rapidly, it does yield a finite
F(k, uyu) were precise, the dangerous factor euku uyu in Eq. (17)contribution from the wings which is neglected by the FFT.
would be completely cancelled. Computational errors inThis error may be estimated by considering the isolated
F(k, uyu) prevent perfect cancellation and leads to an errorsingularity at z 5 0, given by G(z) 5 1/z. Using Eq. (19)
that diverges exponentially with increasing k. In addition,we may write an expression for the contribution to G(z)
the truncation of the k integral causes an incomplete can-from the neglected wings,
cellation of terms that results in the Gibbs phenomenon.

To reduce magnified errors from terms at high uku which
would contribute little if calculated exactly and to alleviateT3 5 SE2L/2

2y
1 Ey

L/2
D dx9 M(x 2 x9, y)

y
x92 1 y2 . (37)

the effects of truncation errors, a filtering factor is used
which damps the highest uku contributions. Equation (35)
is modified as follows to include this factor:Noting that x92 @ y2, the integral simplifies to

G(x, 0) 5
1

2f
FFT 21[e2k2/k2

0euku uyuFFT [G(x9, uyu)]]. (40)
T3 5 2

1
f

Im F 2
L(x 1 iy)

(38)
This Gaussian filter improves the stability and accuracy of1

1
(x 1 iy)2 ln SL/2 2 x 2 iy

L/2 DG.
the FFT algorithm and ameliorates the Gibbs phenome-
non. A more general form such as exp[2(k/k0)n] was inves-
tigated, but numerical studies show that little is gained byUsing Eq. (38), we find that for typical values of L and y,
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FIG. 4. Comparison of old and new continuation with true analytic
FIG. 2. Imaginary part of h1 plotted for 22 , x , 2 and y 5 01 (solid function h1(x, 01) at point B of Fig. 2.

line), y 5 0.1 (dotted line).

and consequently yields a more accurate continuation. We
taking n different from 2. For n 5 2, we find k0 P f/(2Dx) find the effective prefactor for the FFT method including
to be optimum. the Log(N) term to be about five times that of the finite-

difference approach for typical problems. Nevertheless the
IV. RESULTS time spent on either continuation is negligible because the

bulk of the effort is expended on the calculation of G(z)
A. Comparison with Finite Difference Methods: Analytic

along an arc in the complex plane. Our goal therefore has
Test Functions

been to find the most faithful method of continuation given
We now summarize and compare the properties of the a fixed number of evaluation points along an arc in the

proposed FFT approach and the finite difference method. complex plane. Computer time required for the continua-
Both are linear functionals scaling with computational tion was not an issue as long as it remained much less than
complexity O(N) and O(N)Log(N) for finite-difference the time to evaluate G(z). We shall consider two sample
and FFT, respectively. The FFT uses all the available data functions with which we demonstrate the accuracy of the

proposed continuation algorithm and make comparison
with the finite difference method. The first function we
consider is the severe test function used by Hass et al. in
Ref [2]. The function,

h1(z) 5 2(z 2 Ïz2 2 1) 1
1

z 1 0.1 1 0.05i
(41)

1
1

z 2 0.1 1 0.05i

is analytic in the upper half plane with singularities at z 5
60.1 2 0.05i. While not meromorphic, it exhibits many of
the same properties as a physical Greens function. Follow-
ing the procedure in Ref. [2], we evaluate h1(z) at y 5 0.1
and continue to the real axis. We use an energy spacing
DE 5 0.02 and we set M 5 5 for the finite difference
algorithm exactly as in [2]. In the terminology of Ref. [2],
M designates the number of steps to the real axis. FigureFIG. 3. Comparison of old and new continuation with true analytic
2 shows the function along z 5 x 1 0.1i and on the real axis,function h1(z) at point A of Fig. 2. The solid line is the same as for Fig.

2 but with an expanded x scale. where y 5 01, over a range 22 , x , 2. The continuation
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B. Comparison with Finite Difference Methods:
Bulk DOS for Fcc Silver

In addition to the comparison using analytic functions,
we demonstrate the effectiveness of the FFT algorithm for
a real calculation of the bulk DOS of silver. The tight-
binding linear-muffin-tin orbital (TB-LMTO) [13] method
is used with the local density approximation (LDA) to
solve the Kohn–Sham density-functional equations self-
consistently. Within this approach an expression is avail-
able for the trace of the Kohn–Sham Green’s function
G(z). We define the quantity

N(E, y) 5
1
f

Im Tr G(E 2 iy), y . 0. (43)

FIG. 5. Comparison of old and new continuations with analytic func- We calculate N(E, y) by the decimation technique [14].
tion h2(z) near the singularity at x 5 1. Inset shows h2(x) plotted over

The calculation becomes increasingly costly as y decreases.the range 25 , x , 5.
Figure 6 illustrates the convergence of N(E, y) along three
different lines above the real axis: (a) y 5 0.0001; (b) y 5
0.002; and (c) y 5 0.01 with an increasing number of kprocedure is most challenged at the points labeled A and
vectors, the number of points in reciprocal space usedB. These sharp features near the real axis in h1(z) are
for the numerical integration of Eq. (2). It is clear thatrepresentative of the types of singularities one might see
convergence becomes significantly more difficult as thein the physical Greens function. The accurate representa-
real axis is approached. At y 5 0.01 convergence is reachedtion of these peaks is necessary in cases where high resolu-
for 55 k vectors, while at y 5 0.002, 820 are required, andtion is required for interpretation [10]. Figures 3 and 4
at y 5 0.0001 even 20100 are not sufficient. The energyprovide a direct comparison of the old and new algorithms
spacing for these calculations is 0.001 Ry, and the longestat points A and B along with the true analytic function.
calculation requiring 20100 vectors took 111 h on an SGIFigure 3 shows the dramatic improvement which is possible
Challenger. For a given value of y, computing time scalesusing the new algorithm. The error in the representation
linearly with the number of reciprocal vectors included.of the peak at A with the finite difference algorithm is 25%

The following comparison was made of the efficacy ofwhile that with the new algorithm is 8%. In Fig. 4, a similar
the FFT and the finite difference algorithms. A relativelyaccuracy is demonstrated at point B at a sharp discontinuity
quick calculation of N(E, y) was done at y 5 0.01 andin slope where the contribution from the square root
then continued to y 5 0.002. The results are compared interm ends.
Fig. 7 along with a direct (not continued) calculation atThe second function we present is the density of states
y 5 0.002, which took considerably longer. The energyone calculates for a simple cosine band, a still more se-
spacing was 0.005 Ry for the two continued calculationsvere test,
and 0.001 Ry for the direct result. The figure demonstrates
that the FFT algorithm tracks the exact result much more

h2(z) 5
1

Ïz2 2 1
. (42)

closely. The detail in the peaks is markedly improved over
the finite difference result. In the tail region below about
20.625 Ry, the FFT result tracks the exact result muchThe function has singularities on the real axis at x 5 61.

We continue h2(z) from y 5 0.01 to the real axis and use more closely and is virtually indistinguishable in the region
below 20.675 Ry. The three major peaks at 20.61 Ry,DE 5 0.01. We use M 5 5 as before in the finite difference

approach. In Fig. 5 we show the results for the whole range 20.51 Ry, and 20.39 Ry are each more accurately depicted
in height and width and centroid by the FFT approach. In25 , x , 5 in the inset graph while the main plot compares

the old and new continuations near the singularity point fact, the shapes of all major peaks are accurately repro-
duced except at those points which lie between the pointsx 5 11. We see that the new approach more closely models

the true singularity for x , 1, where Im h2(x, 06) is nonzero. at which the FFT was evaluated. One drawback of the
finite difference algorithm is that it tends to shift peaks asHowever, it is somewhat worse for x . 1, where Im h2(x,

06) vanishes. One expects large errors at the singularities a result of subtraction and step-wise continuation. This is
apparent in each of the three major peaks. Other detailswhere the analytic function has infinite value, a severe test

for both methods. are also more clearly represented by the FFT algorithm.
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FIG. 6. N(E, y) for fcc silver calculated along three different straight contours displaced from the real axis: (a) y 5 0.00001; (b) y 5 0.002;
(c) y 5 0.01. The numbers in the legend refer to the number of reciprocal lattice vectors used in the calculation.

For example the subtle shoulders at 20.59 Ry, 20.54 Ry, completely absent in the results for the finite-difference ap-
proach.and 20.42 Ry are all captured by the FFT routine but

missed by the finite-difference approach. In addition, the In Fig. 8, the continuation is made from y 5 0.1 to y 5
0.00001, which for practical purposes is the real axis. Thepeak at 20.53 Ry and the asymmetry in the peak at 20.46

Ry are both at least hinted at in the FFT results, but are jagged oscillations which are most obvious in the energy
range between 20.59 Ry and 20.62 Ry indicate that the
direct calculation, which used 20100 reciprocal space vec-
tors, is still incompletely converged. As expected the peaks
have narrowed, and the features have become sharper in
comparison with the direct calculation at y 5 0.002. In
particular, the peaks at 20.55 Ry and 20.39 Ry have be-
come extremely narrow, and the asymmetry at 20.46 Ry
is much more pronounced. Since the continuations for both
the FFT and finite difference methods are produced on a
grid with energy spacing 0.005 Ry, it cannot resolve fea-
tures with width less than this amount. For example, the
very sharp peak at 20.55 Ry is missing from both the
continued results because its width is 0.0025 Ry. In general,
however, it is clear that the FFT routine tracks the direct
result much more closely. It captures all features which
have a scale larger than the spacing of the grid and may
therefore be considered resolution-limited. As a final quan-
titative comparison of errors, Fig. 9 compares the rms error
in the DOS using the direct calculation as the standard.
For each y displacement from the real axis shown, a contin-
uation is made using both the finite difference and FFT

FIG. 7. A comparison of the finite difference and FFT continuation
methods and the rms error is calculated. In each case, thealgorithms with the direct calculation using 1830 reciprocal lattice vectors.
FFT result is significantly better. The improvement rangesThe continuation is made from y 5 0.01 to y 5 0.002 of the imaginary

part of the trace of the Greens function for fcc silver. from 35% at y 5 0.0001 to 28% at y 5 0.008.
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tion M, defined in Eq. (20) which contains contributions
from a distribution D and a Lorentzian. We show that
optimal results are obtained when the distance to the real
axis, y, is comparable to the spacing of energy points on
the axis and that instabilities will result when the spacing
is taken much smaller than y.

APPENDIX A: EXPRESSION OF F1 IN TERMS OF F2

We can express G(z) as

G(z) 5
1

2f
Ey

2y
dk eikxe2ky F(k, 06), (A1)

where 6 5 sgn y. The Green’s function vanishes asymptoti-
cally as 1/z for a bounded spectrum, Eq. (1). That fact and
the analyticity of G off the real axis force F(k, 01) to vanish
for k , 0 and F(k, 02) to vanish for k . 0 and similarly

FIG. 8. A comparison of the finite difference and FFT continuation for F(k, y). We define the real and imaginary parts of
algorithms with the direct calculation using 20100 reciprocal lattice vec- F(k, y),tors. The continuation is made from y 5 0.01 to y 5 0.00001 of the
imaginary part of the trace of the Greens function for fcc silver. In the
limit as y R 0, the ordinate N(E, y) approaches the DOS per atom of F(k, y) 5 a(k) 1 ib(k), (A2)
bulk fcc silver.

where both a(k) and b(k) are real.
The real and imaginary parts of G(z) for y . 0 are

V. DISCUSSION AND CONCLUSION

G1(z) 5
1

2f
Ey

0
dk ha(k) cos(kx) 2 b(k)sin(kx)j. (A3)In conclusion, we have demonstrated a new algorithm

based on FFTs for the continuation of Greens functions.
Its implementation is extremely simple and results are im- G2(z) 5

1
2f

Ey

0
dk ha(k) sin(kx) 1 b(k) cos(kx)j. (A4)

proved over the finite difference approach that is currently
used. In addition, we show that the continuation procedure
can be represented as a convolution with a mapping func- The Fourier transforms of G1(z) and G2(z) are defined as

F1(k, y) and F2(k, y), respectively, so that

F1(k, y) 5
1

2f
Ey

2y
dx Ey

0
dk9 ha(k9) cos(k9x)

2 b(k9)sin(k9x)je2ikx (A5)

F2(k, y) 5
1

2f
Ey

2y
dx Ey

0
dk9 ha(k9)sin(k9x)

1 b(k9)cos(k9x)je2ikx. (A6)

Expanding the cosine and sine expressions in terms of
exponentials leads to

F1(k, y) 5
a(k)

2
2 sgn k

b(k)
2i

(A7)

F2(k, y) 5
b(k)

2
1 sgn k

a(k)
2i

. (A8)
FIG. 9. Comparison of the rms error in the DOS for the FFT and

finite difference algorithms. The x-axis shows the starting displacement
for the continuation to the real axis. Thus,
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operator and the symbol G is used for one or a collection of its matrixF1(k, y) 5 1i sgn k F2(k, y) 5 2i sgn k F2(k, uyu) (A9)
elements in any convenient representation.
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